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The IETFThe IETF
The Internet Engineering Task ForceThe Internet Engineering Task Force
 standards development for the Internetstandards development for the Internet
 since 1986since 1986
 internationalinternational

most recent meeting - July in Yokohamamost recent meeting - July in Yokohama
 individuals not organizationsindividuals not organizations
no defined membershipno defined membership
 scale: about 2,000 attendees in Yokohamascale: about 2,000 attendees in Yokohama

thousands more on mailing lists (from 100s of companies)thousands more on mailing lists (from 100s of companies)
under umbrella of the Internet Society (ISOC)under umbrella of the Internet Society (ISOC)
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The IETF OrganizationThe IETF Organization
most work done on mailing listsmost work done on mailing lists
3 times a year face-to-face meetings3 times a year face-to-face meetings
 individuals or groups requestindividuals or groups request BOFs BOFs

exploratory meeting - may lead to working groupexploratory meeting - may lead to working group
working groups for specific projectsworking groups for specific projects

about 135 working groupsabout 135 working groups
restrictive charters with milestonesrestrictive charters with milestones
working groups closed when their work is doneworking groups closed when their work is done

working groups gathered together into Areasworking groups gathered together into Areas
each area has 1 or 2 Area Directors - managerseach area has 1 or 2 Area Directors - managers
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IETF AreasIETF Areas
Applications AreaApplications Area
General AreaGeneral Area
 Internet AreaInternet Area
Operations and Management AreaOperations and Management Area
Routing AreaRouting Area
Security AreaSecurity Area
Sub-IP AreaSub-IP Area
Transport AreaTransport Area
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IETF Standards ProcessIETF Standards Process
““rough consensus and running coderough consensus and running code””

rough consensus required not unanimityrough consensus required not unanimity
interoperable implementations needed to advance standardinteroperable implementations needed to advance standard

multi-stage standards processmulti-stage standards process
Proposed Standard: good idea, no known problemsProposed Standard: good idea, no known problems
Draft Standard: multiple interoperable implementationsDraft Standard: multiple interoperable implementations
Standard: market acceptanceStandard: market acceptance
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Above and BelowAbove and Below
 traditionally the IETF has been:traditionally the IETF has been:

““above the wire and below the applicationabove the wire and below the application””
not (often) defining user interfacesnot (often) defining user interfaces
not defining physical wire typesnot defining physical wire types

while doing while doing ““IP overIP over foo foo””
““foofoo”” has been types of networks has been types of networks

Ethernet, Token Ring, ATM, SONET/SDH, ...Ethernet, Token Ring, ATM, SONET/SDH, ...
butbut foo foo has been changing has been changing
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IP over IP over ““TrailsTrails””  ““CircuitsCircuits””  ““PathsPaths”” ... ...
what looks like wires to IP may not be physicalwhat looks like wires to IP may not be physical

wireswires
may instead be something where paths can be configuredmay instead be something where paths can be configured
where a path looks like a wire to IPwhere a path looks like a wire to IP

e.g. ATM VCs & optical networkse.g. ATM VCs & optical networks

might also be routedmight also be routed datagrams datagrams another layer down another layer down
e.g.e.g. IPsec IPsec tunnels tunnels

and then there is MPLSand then there is MPLS
a progressively more important a progressively more important ““foofoo””
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Layer ViolationsLayer Violations
 there is another complexity when the sub-IPthere is another complexity when the sub-IP

technology is configurabletechnology is configurable
e.g. MPLS, ATM, Frame Relay, ...e.g. MPLS, ATM, Frame Relay, ...

how should the sub-IP technology be controlled?how should the sub-IP technology be controlled?
what information should be taken into account?what information should be taken into account?
question may be question may be ““could a new path exist with certaincould a new path exist with certain

characteristicscharacteristics””
not just not just ““can (or does) a path exist?can (or does) a path exist?””
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A New IETF AreaA New IETF Area
a systematic approach to sub-IP issues would bea systematic approach to sub-IP issues would be

nicenice
but exact scope is not clearbut exact scope is not clear

 IESG created a temporary area for sub-IPIESG created a temporary area for sub-IP
like what was done forlike what was done for IPng IPng

 to be short lived (1-2 years)to be short lived (1-2 years)
2 current2 current ADs ADs were appointed to run the area were appointed to run the area
BertBert Wijnen Wijnen & Scott  & Scott BradnerBradner
looks like 2ish yearslooks like 2ish years
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Non-ObjectivesNon-Objectives
 the IETF is not expanding into standards forthe IETF is not expanding into standards for

physical or virtual circuit technologiesphysical or virtual circuit technologies
no new circuit switch architecture from IETFno new circuit switch architecture from IETF
e.g., the IETF is not working on optical switchese.g., the IETF is not working on optical switches
leave them to othersleave them to others

need to communicate with other standardsneed to communicate with other standards
organizations on what we are actually doingorganizations on what we are actually doing
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A Crowded FieldA Crowded Field
many other standards organizations working in thismany other standards organizations working in this

areaarea
ITU-T, MPLS Forum, IEEE, ATM Forum, ...ITU-T, MPLS Forum, IEEE, ATM Forum, ...

need to work out ways to coordinate and cooperateneed to work out ways to coordinate and cooperate
bi-lateral arrangements to minimize redundant effortsbi-lateral arrangements to minimize redundant efforts

but they will not be eliminatedbut they will not be eliminated
 IETF needs to know what not to doIETF needs to know what not to do

at the same time it and others need to know what it needsat the same time it and others need to know what it needs
to have a hand into have a hand in
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Sub-IP Area WorkSub-IP Area Work
““Layer 2.5Layer 2.5”” protocol:  MPLS protocol:  MPLS
protocols that monitor, manage or effect logicalprotocols that monitor, manage or effect logical

circuit technologycircuit technology
e.g. IP Over Optical, Traffic Engineering, Commone.g. IP Over Optical, Traffic Engineering, Common

Control and Management ProtocolsControl and Management Protocols
protocols that create logical circuits over IPprotocols that create logical circuits over IP

e.g. Provider Provisionede.g. Provider Provisioned VPNs VPNs
protocols that interface to forwarding hardwareprotocols that interface to forwarding hardware

General Switch Management ProtocolGeneral Switch Management Protocol
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Working Groups in Sub-IP AreaWorking Groups in Sub-IP Area
 Internet Traffic Engineering (Internet Traffic Engineering (tewgtewg))

principles, techniques, and mechanisms for trafficprinciples, techniques, and mechanisms for traffic
engineering in the internetengineering in the internet

Common Control and Management ProtocolsCommon Control and Management Protocols
((ccampccamp))
measurement & control planes for ISP core tunnelsmeasurement & control planes for ISP core tunnels
info collection via. link state or management  protocolsinfo collection via. link state or management  protocols

e.g. OSPF, IS-IS, SNMPe.g. OSPF, IS-IS, SNMP

protocol independent metrics to describe sub-IP linksprotocol independent metrics to describe sub-IP links
signaling mechanisms for path protectionsignaling mechanisms for path protection
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Sub-IP Area Sub-IP Area WGsWGs, , contdcontd..
Multiprotocol Multiprotocol Label Switching (Label Switching (mplsmpls))

label switching technologylabel switching technology
RSVP & CR-LDP signaling to establish LS pathsRSVP & CR-LDP signaling to establish LS paths
MPLS-specific recovery mechanismsMPLS-specific recovery mechanisms

Provider Provisioned Virtual Private NetworksProvider Provisioned Virtual Private Networks
((ppvpnppvpn))
detail requirements for detail requirements for ppvpn ppvpn technologiestechnologies
define the common components and pieces that aredefine the common components and pieces that are

needed to build and deploy a PPVPNneeded to build and deploy a PPVPN
BGP-BGP-VPNsVPNs, virtual router , virtual router VPNsVPNs, port-based , port-based VPNs VPNs (L2)(L2)
securitysecurity
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Sub-IP AreaSub-IP Area WGs WGs,, contd contd..
 IP over Optics (IP over Optics (ipoipo))

framing methods for IP over opticalframing methods for IP over optical dataplane  dataplane andand
control channelscontrol channels

identify characteristics of the optical transport networkidentify characteristics of the optical transport network
define use of define use of ccamp ccamp protocols for optical networksprotocols for optical networks

General Switch Management Protocol (General Switch Management Protocol (gsmpgsmp))
label switch configuration control and reportinglabel switch configuration control and reporting
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Sub-IP ex Working GroupSub-IP ex Working Group
 IP over Resilient Packet Rings (IP over Resilient Packet Rings (iporpriporpr))

input to the IEEE RPRSG to help it formulate itsinput to the IEEE RPRSG to help it formulate its
requirementsrequirements

moved to Internet Areamoved to Internet Area
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WhatWhat’’s In and Out?s In and Out?
  boundaries of IETF work have been blurry boundaries of IETF work have been blurry

the sub-IP area did not help clarify thisthe sub-IP area did not help clarify this
basic concept:basic concept:

the IETF works on IP-related technologythe IETF works on IP-related technology
if something does not have a relationship to IP networksif something does not have a relationship to IP networks

then the work should be done elsewherethen the work should be done elsewhere
but since many networks (e.g. all-optical) carry IPbut since many networks (e.g. all-optical) carry IP

control of those networks may be IP-relatedcontrol of those networks may be IP-related
but MPLS support for power distribution is out of boundsbut MPLS support for power distribution is out of bounds

see RFC 3251see RFC 3251
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Partitioning between Partitioning between WGsWGs
 some overlap between working groupssome overlap between working groups

e.g. e.g. tewg tewg and and ccamp ccamp and and mplsmpls
tewg tewg explores the requirements for control of sub-IPexplores the requirements for control of sub-IP

networksnetworks
ccamp ccamp defines tools to control of sub-IP netsdefines tools to control of sub-IP nets
some of the tools are some of the tools are mpls mpls specificspecific

careful coordination requiredcareful coordination required
main mission of the sub-IP directoratemain mission of the sub-IP directorate
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SummarySummary
created temp area to coordinate IETF sub-IP workcreated temp area to coordinate IETF sub-IP work

area to last a year or twoarea to last a year or two
will reevaluate experience soonwill reevaluate experience soon
most work of the sub-IP most work of the sub-IP WGs WGs should be done byshould be done by

the time the area is closedthe time the area is closed
any remaining working groups will be distributedany remaining working groups will be distributed

to existing IETF areasto existing IETF areas
above from when the Sub-IP area was formedabove from when the Sub-IP area was formed

looks like it will be closed early next year (i.e., ~2 years)looks like it will be closed early next year (i.e., ~2 years)



11111111

coin2002  - 21

Sub IPSub IP Conceptional Conceptional Organization Organization

        Applications         +-------+  +-------+        (new) Hour glass
  that use CCAMP: \    | TE-WG |  | PPVPN |  ...           /
                   \   +-------+  +-------+               /
                    \     +----------------------+       /
                     \    |         CCAMP        |      /
                      \   |-----------+----------|     /
                      /   |   C       |    M   --|------ IGP LSA ext
                     /    | control   | measure  |     \
                    /     +----------------------+      \
  Technologies to  / +----+ +----+ +----+ +----+ +----+  \
  measure/control:/  |MPLS| |OPT | |RPR | |ATM | | FR |...\
                     +----+ +----+ +----+ +----+ +----+
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IETF Sub-IP Basic ArchitectureIETF Sub-IP Basic Architecture
 for all sub-IP network typesfor all sub-IP network types

not just pure optical netsnot just pure optical nets
 two main componentstwo main components

topology discoverytopology discovery
control signalingcontrol signaling

development work being done in IETFdevelopment work being done in IETF ccamp ccamp
working groupworking group
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Traffic EngineeringTraffic Engineering
aim: combat congestion at a reasonable costaim: combat congestion at a reasonable cost

networks w/o congestion are not a problemnetworks w/o congestion are not a problem
other than speed of light issuesother than speed of light issues

decide paths through network rather than lettingdecide paths through network rather than letting
routing do its thingrouting do its thing
paths could be in infrastructure: ATMpaths could be in infrastructure: ATM PVCs PVCs, Frame relay, Frame relay

PVCsPVCs, optical (SONET, Ethernet & other), optical (SONET, Ethernet & other)
paths could be IP-paths could be IP-ishish: MPLS: MPLS

note - tail circuits a common congestion pointnote - tail circuits a common congestion point
but can not be traffic engineered aroundbut can not be traffic engineered around

 same issue with serverssame issue with servers
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TE RequirementTE Requirement
measurement systemmeasurement system

you need to know what is wrong before you can fix ityou need to know what is wrong before you can fix it
need to know where there are congestion problemsneed to know where there are congestion problems
hard to know what to measurehard to know what to measure

link utilization by itself is not enoughlink utilization by itself is not enough
but may indicate trendsbut may indicate trends

router drops (packets dropped for lack of resources)router drops (packets dropped for lack of resources)
tell you when there is a problemtell you when there is a problem

harder if harder if QoS QoS in use (like in use (like diffservdiffserv))
router counters do not say what type of packet wasrouter counters do not say what type of packet was
droppeddropped
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TE Requirement, TE Requirement, contdcontd..
 reporting system for link utilization could be trickyreporting system for link utilization could be tricky

what sample periodwhat sample period
what what hysteresishysteresis algorithm should be used algorithm should be used

too fast a reaction will cause churntoo fast a reaction will cause churn
 reporting on a large network could be a problemreporting on a large network could be a problem

what propagation delay is OKwhat propagation delay is OK
what information do you actually need?what information do you actually need?
too much information is a wastetoo much information is a waste
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TE StepsTE Steps
define control policiesdefine control policies

what are you trying to achieve?what are you trying to achieve?
measuremeasure

find out whatfind out what’’s going on nows going on now
““nownow”” is a variable is a variable

analyzeanalyze
measurement results and requirementsmeasurement results and requirements

optimizeoptimize
configure network to provide configure network to provide ““bestbest”” service service
may include restricting inputmay include restricting input
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TE AssumptionsTE Assumptions
TE assumes that the capacity of the net is notTE assumes that the capacity of the net is not

evenly distributedevenly distributed
i.e. some links are bigger than othersi.e. some links are bigger than others
and some links are underutilizedand some links are underutilized

TE assumes that the load is not evenly distributedTE assumes that the load is not evenly distributed
 i.e. TE assumes that directing traffic in a way thati.e. TE assumes that directing traffic in a way that

routing would not has benefitrouting would not has benefit
not the case where there is well distributed excessnot the case where there is well distributed excess

bandwidthbandwidth
or where there is not an alternative pathor where there is not an alternative path

coin2002  - 28

TE ExampleTE Example
UUnet used an underlying ATM networkUUnet used an underlying ATM network
city-PoPs interconnected with ATM city-PoPs interconnected with ATM PVCsPVCs

full meshfull mesh
PVCs PVCs configured for specific bandwidthsconfigured for specific bandwidths
PVCs PVCs configured to follow specific pathsconfigured to follow specific paths
 traffic stats recorded for each PVCtraffic stats recorded for each PVC
VC bandwidths & paths recomputed occasionallyVC bandwidths & paths recomputed occasionally

somewhere between daily & weeklysomewhere between daily & weekly
new VCs installed when needednew VCs installed when needed
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TE and TE and QoSQoS
 initial TE work was directed at general initial TE work was directed at general QoSQoS

i.e. aimed at reducing congestioni.e. aimed at reducing congestion
not type of service specificnot type of service specific

i.e. no per-service type TEi.e. no per-service type TE
but now but now QoS QoS seems to be a great desireseems to be a great desire
 seen as a way to make datagram networks look likeseen as a way to make datagram networks look like

circuit-based networks circuit-based networks QoSQoS-wise-wise
is that realistic?is that realistic?
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Traffic Engineering FutureTraffic Engineering Future
alternatives coming alongalternatives coming along
more bandwidthmore bandwidth

bandwidth getting cheapbandwidth getting cheap
but not everywherebut not everywhere

e.g. international or in enterprise WANse.g. international or in enterprise WANs
 link metric manipulationlink metric manipulation

configure the link metrics on IGPconfigure the link metrics on IGP
can direct traffic along desired pathscan direct traffic along desired paths
but very complex softwarebut very complex software
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Just do RoutingJust do Routing
 some research that says you can do it all with link-some research that says you can do it all with link-

state routingstate routing
adjust link metrics in link-state routing protocoladjust link metrics in link-state routing protocol

every link gets a computed metricevery link gets a computed metric
can balance traffic across net based on link sizecan balance traffic across net based on link size

i.e. make full use of resources where they existi.e. make full use of resources where they exist
assumes load split across paths with equal metricsassumes load split across paths with equal metrics

assumes assumes microflows microflows are not split (no packet reordering)are not split (no packet reordering)
does not deal with the case where a single micro flow isdoes not deal with the case where a single micro flow is
bigger than a linkbigger than a link
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Traffic Engineering ReminderTraffic Engineering Reminder
most common points of congestion in the Internetmost common points of congestion in the Internet

are:are:
customer connections (tail-circuits)customer connections (tail-circuits)
serversservers

 ISP traffic engineering will not fix these problemsISP traffic engineering will not fix these problems
i.e. the user will still see poor i.e. the user will still see poor ““networknetwork”” performance performance
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MPLSMPLS
MultiprotocolMultiprotocol Label Switching Label Switching
basic functions:basic functions:

direct packets in a way that routing would not havedirect packets in a way that routing would not have
but not required featurebut not required feature

enable packet forwarding based on things other than IPenable packet forwarding based on things other than IP
destination  addressdestination  address

simplify network core (e.g., no routing needed)simplify network core (e.g., no routing needed)
aggregate traffic with some common characteristicsaggregate traffic with some common characteristics
can provide traffic matrix datacan provide traffic matrix data
applyapply QoS QoS to specific traffic group to specific traffic group
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MPLS,MPLS, contd contd..
not really routing (was in IETF routing area)not really routing (was in IETF routing area)
circuit-based path setupcircuit-based path setup
original purposes:original purposes:

traffic engineering & forwarding speedtraffic engineering & forwarding speed
moving intomoving into QoS QoS

circuit percircuit per QoS  QoS class -> circuit per flowclass -> circuit per flow
 some treating MPLS like packet-based ATMsome treating MPLS like packet-based ATM
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MPLS & PerformanceMPLS & Performance
older IP routers were slower than switchesolder IP routers were slower than switches

more processing requiredmore processing required
MPLS core network is a switch networkMPLS core network is a switch network

common assumption: MPLS switches would be easiercommon assumption: MPLS switches would be easier
(cheaper) to build and faster than IP routers(cheaper) to build and faster than IP routers

true at the time - no longer generally truetrue at the time - no longer generally true
most routers today use ASICs in the forwardingmost routers today use ASICs in the forwarding

pathpath
run at run at ““wire speedwire speed”” for very high speed wires for very high speed wires
small (if any) cost difference compared to MPLS small (if any) cost difference compared to MPLS ASICsASICs
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MPLS OverviewMPLS Overview
at ingress: group traffic into at ingress: group traffic into forwardingforwarding

equivalence classesequivalence classes ( (FECsFECs))
traffic to be handled in the network in the same waytraffic to be handled in the network in the same way

  ingress router uses whatever criteria it wants to ingress router uses whatever criteria it wants to
destinationdestination addr addr, source, source addr addr, protocol, router input port,, protocol, router input port,

diffserv diffserv class, etcclass, etc
 labellabel prepended  prepended to packet to specify FECto packet to specify FEC
 label switch routerslabel switch routers ( (LSRsLSRs) in network use labels) in network use labels

to select next hop: to select next hop: label switched pathlabel switched path (LSP) (LSP)
 label removed at egresslabel removed at egress
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MPLS, LSR DatabasesMPLS, LSR Databases
LSR has table of LSR has table of Next Hop Label ForwardingNext Hop Label Forwarding

EntriesEntries (NHLFE) (NHLFE)
entry includes output interface, next_hop IP address, labelentry includes output interface, next_hop IP address, label

manipulation instructionsmanipulation instructions
can also include new labelcan also include new label

 incoming label mapincoming label map (ILM) (ILM)
map from incoming labels tomap from incoming labels to NHLFEs NHLFEs

FEC-to-NHLFE mapFEC-to-NHLFE map
map from incomingmap from incoming FECs  FECs toto NHLFEs NHLFEs
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MPLS, LSR ProcessingMPLS, LSR Processing
 label from incoming packet mapped (using ILM) tolabel from incoming packet mapped (using ILM) to

NHLFENHLFE
LSR processes label manipulation instructions e.g.LSR processes label manipulation instructions e.g.

pop labelpop label
swap with new labelswap with new label
swap with new label and push a new label onto stackswap with new label and push a new label onto stack

 labels locally significantlabels locally significant
no requirement for wide spread synchronizationno requirement for wide spread synchronization

 forward packet to next_hopforward packet to next_hop
may need to change L2 encapsulationmay need to change L2 encapsulation
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MPLS, Label StacksMPLS, Label Stacks
can have more than one label on a packetcan have more than one label on a packet

““label stacklabel stack””
 label stack can be used to implementlabel stack can be used to implement trunking trunking

manymany LSPs  LSPs can be seen as onecan be seen as one
as long as they are taking the same routeas long as they are taking the same route

e.g. MPLS-enabled phone calls accumulated in a trunke.g. MPLS-enabled phone calls accumulated in a trunk
exit LSR pops label and then uses L3 routingexit LSR pops label and then uses L3 routing
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MPLS, Path InstallationMPLS, Path Installation
path information installed inpath information installed in LSRs  LSRs by:by:

manual configurationmanual configuration
RSVP-TERSVP-TE
Label Distribution Protocol (LDP)Label Distribution Protocol (LDP)

uses destination address prefixesuses destination address prefixes
Constraint-Based Label Distribution Protocol (CR-LDP)Constraint-Based Label Distribution Protocol (CR-LDP)

can follow underlying routing pathscan follow underlying routing paths
or path can be explicitly placedor path can be explicitly placed
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MPLS, Original PurposeMPLS, Original Purpose
defining paths for large city-pair like trunksdefining paths for large city-pair like trunks

i.e. Internet Service Provider traffic engineeringi.e. Internet Service Provider traffic engineering
make up for unequal distribution of bandwidth vs. loadmake up for unequal distribution of bandwidth vs. load

 in use at some largein use at some large LSPs LSPs
 full mesh between core routers in popsfull mesh between core routers in pops

e.g. 20 popse.g. 20 pops
2 core routers each = 40 routers2 core routers each = 40 routers
780 780 LSPsLSPs ((40) * (40-1) ) / 2 ((40) * (40-1) ) / 2

class of service additionsclass of service additions
N classes of service = N * 780 N classes of service = N * 780 LSPsLSPs
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MPLS, Imagined UsesMPLS, Imagined Uses
MPLS now seen by some as a way to introduceMPLS now seen by some as a way to introduce

circuits to the Internetcircuits to the Internet
Virtual Private Networks (Virtual Private Networks (VPNsVPNs))
per-application path selectionper-application path selection
generalized tunneling protocolgeneralized tunneling protocol

 label stacks to support scalinglabel stacks to support scaling
many levels envisionedmany levels envisioned

whatever ATM was thought to be good forwhatever ATM was thought to be good for
““they are trying to replace IPthey are trying to replace IP””
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MPLS, Example:MPLS, Example: VoMPLS VoMPLS
VoMPLS VoMPLS phone does not run IP - runs MPLSphone does not run IP - runs MPLS

insteadinstead
call encapsulated in MPLScall encapsulated in MPLS
call setup sets a path through MPLS network tocall setup sets a path through MPLS network to

destination - e.g. with RSVPdestination - e.g. with RSVP
could be another could be another VoMPLS VoMPLS phonephone
or or VoMPLS VoMPLS / PSTN gateway/ PSTN gateway

end-to-end end-to-end LSPs LSPs run through trunks where possiblerun through trunks where possible
 local, regional, national & international trunkslocal, regional, national & international trunks

i.e. multiple layers of i.e. multiple layers of lableslables
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MPLS, IssuesMPLS, Issues
 scalingscaling

state instate in LSRs LSRs
managementmanagement

otherother
multiple signaling optionsmultiple signaling options
inter-provider connectionsinter-provider connections
rationalerationale

ATM-like assumed usesATM-like assumed uses
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CCAMPCCAMP
2 separate objectives2 separate objectives
measure current state of sub-IP linksmeasure current state of sub-IP links

the links that make up the IP-level linksthe links that make up the IP-level links
e.g., the links between ATM or optical switchese.g., the links between ATM or optical switches

control (signaling) protocol to manage sub-IPcontrol (signaling) protocol to manage sub-IP
networknetwork
manage with IP protocolmanage with IP protocol

1st product: GMPLS1st product: GMPLS
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GMPLSGMPLS
generalized MPLSgeneralized MPLS
assumes sub-IP links can be controlled with tagsassumes sub-IP links can be controlled with tags

extension of MPLS conceptsextension of MPLS concepts
 routing algorithms do not need to be standardizedrouting algorithms do not need to be standardized

can compute explicit routescan compute explicit routes
can do link bundling for scalingcan do link bundling for scaling

parallel links between switches can be treated as a bundleparallel links between switches can be treated as a bundle
data and control planes do not need to be the samedata and control planes do not need to be the same
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ArchitectureArchitecture
 separate control & data planesseparate control & data planes

out of band signaling (by definition)out of band signaling (by definition)
do not need to use same mediado not need to use same media

 split control planesplit control plane
signaling planesignaling plane
routing planerouting plane

extend MPLS to link technologies where forwardingextend MPLS to link technologies where forwarding
plane can not see packet or cell boundariesplane can not see packet or cell boundaries
i.e., label refers to time slots, wavelengths or physical portsi.e., label refers to time slots, wavelengths or physical ports

attempt to be link technology independentattempt to be link technology independent
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Control for Multiple Link TypesControl for Multiple Link Types
 link typeslink types

(PS) packet switch: e.g., IP networks(PS) packet switch: e.g., IP networks
(can be done with MPLS or GMPLS)(can be done with MPLS or GMPLS)

(L2S) layer-2 switch: e.g., ATM(L2S) layer-2 switch: e.g., ATM
(TDM) time-division (TDM) time-division muxmux: e.g., SDH/SONET: e.g., SDH/SONET
(LS) lambda switch: e.g., optical wavelength-based(LS) lambda switch: e.g., optical wavelength-based
(FS) fiber-switch: e.g., switch between physical fibers(FS) fiber-switch: e.g., switch between physical fibers

 link bundlinglink bundling
group set of parallel links into a single logical linkgroup set of parallel links into a single logical link
e.g., multiple lambdas on a fibere.g., multiple lambdas on a fiber

 supports link nestingsupports link nesting
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GMPLS Routing PlaneGMPLS Routing Plane
uses link-state routing protocol between switchesuses link-state routing protocol between switches

to report on link status, characteristics &to report on link status, characteristics &
constraintsconstraints
note, below the IP layernote, below the IP layer

can use OSPF or IS-IS with TE extensionscan use OSPF or IS-IS with TE extensions
can do path determination with routing protocol orcan do path determination with routing protocol or

using explicit routingusing explicit routing
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GMPLS SignalingGMPLS Signaling
GMPLS extends RSVP-TE & CR-LDPGMPLS extends RSVP-TE & CR-LDP

up to vendor to decide which to useup to vendor to decide which to use
most vendors use RSVP-TEmost vendors use RSVP-TE

uses Link Management Protocol (LMP)uses Link Management Protocol (LMP)
runs between data-plane-adjacent nodesruns between data-plane-adjacent nodes
manages bundled linksmanages bundled links

maintain control connectivity, verify physicalmaintain control connectivity, verify physical
connectivity of data links, correlate link characteristics,connectivity of data links, correlate link characteristics,
manage link failuresmanage link failures

link technology independentlink technology independent
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GMPLS Signaling Building BlocksGMPLS Signaling Building Blocks
new generic label request formatnew generic label request format
Generalized Label to support TDM, LS & FSGeneralized Label to support TDM, LS & FS
waveband switching supportwaveband switching support
 label suggestion by upstreamlabel suggestion by upstream
 label restriction by upstreamlabel restriction by upstream
bi-directional LSP establishmentbi-directional LSP establishment
 rapid failure notificationrapid failure notification
protection informationprotection information
explicit routing with explicit label controlexplicit routing with explicit label control
per technology traffic parametersper technology traffic parameters
LSP administrative status handlingLSP administrative status handling
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Optical UNI & NNIOptical UNI & NNI
GMPLS does not separately specify User NetworkGMPLS does not separately specify User Network

(UNI) or Network-Network (NNI) interfaces(UNI) or Network-Network (NNI) interfaces
UNI: interface between user an network cloudUNI: interface between user an network cloud
NNI: interface between two network cloudsNNI: interface between two network clouds

GMPLS can be used as a UNI or NNI but IETF notGMPLS can be used as a UNI or NNI but IETF not
specifically defining howspecifically defining how

OIF has defined a UNI using GMPLSOIF has defined a UNI using GMPLS
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GMPLS StatusGMPLS Status
docs will soon be approved for RFC publicationdocs will soon be approved for RFC publication
22 implementations reported22 implementations reported
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Politics: IETF Optical WorkPolitics: IETF Optical Work
 technologies for Internet service providers (ISPs)technologies for Internet service providers (ISPs)

not necessarily anyone else - but may be useful to othersnot necessarily anyone else - but may be useful to others
 i.e, IETF works on technology for the Interneti.e, IETF works on technology for the Internet

(including private IP networks), the technology(including private IP networks), the technology
may be useful for networks not carrying IP but itmay be useful for networks not carrying IP but it’’ss
not a design goalnot a design goal

ways to control optical networks from IP point ofways to control optical networks from IP point of
viewview
based on IETF traffic engineering technologiesbased on IETF traffic engineering technologies
i.e., intelligent IP-based  control plane for opticali.e., intelligent IP-based  control plane for optical

networksnetworks
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Technology: IETF & Optical NetworksTechnology: IETF & Optical Networks
GMPLSGMPLS
 IP Over Optical Working GroupIP Over Optical Working Group

framework for using IP on optical networksframework for using IP on optical networks
framing for IP on optical networksframing for IP on optical networks
identifying characteristics of optical nets important to IPidentifying characteristics of optical nets important to IP

controlcontrol
document control requirementsdocument control requirements
document document  the applicability of IP-based protocols for

control of optical networks
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The Internet & Optical NetworksThe Internet & Optical Networks
 to the Internet a lambda switched optical networkto the Internet a lambda switched optical network

is another link layeris another link layer
not an end-to-end circuitnot an end-to-end circuit

could be a point-to-point link between routerscould be a point-to-point link between routers
different case for optical packet switched networksdifferent case for optical packet switched networks

not not ““tomorrowtomorrow”” but I but I’’d like to install some before I retired like to install some before I retire
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